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Abstract— This paper presents a real-time cooperative con-
trol algorithm for multi-robot systems to perform formation
maintenance and navigate through the environment while
avoiding collision with static obstacles and among different
group formations of robots. The control algorithm is computed
by solving a quadratic program and utilizing the control barrier
function to efficiently incorporate multiple control objectives in
a unified manner and provide a safety certificate. In addition,
a novel method for collision avoidance among different forma-
tions of robots is presented which only requires a representative
robot in each formation to communicate with each other and
thus reduces the required communication between the robots.
The cooperative control algorithm is verified using a robotic
experimental testbed.

Index Terms— Control barrier function, Multi-robot systems,
Collision avoidance, Formation maintenance.

I. INTRODUCTION

Control of multi-robot systems have been heavily re-
searched due to its potential practical applications in different
domains including modern day military, environmental mon-
itoring, and industrial sectors. In contrast to a single robot,
deploying multi-robot systems is advantageous as it provides
robustness to a single robot failure and allows the completion
of complex tasks faster and more effective.

Formation control is one of the mostly investigated prob-
lems in control of multi-robot systems where the general
objective is to drive the robots to achieve a given constraints
on their distances [1]. In this paper, we are in particular
interested in one class of formation control problems where
the robots are required to maintain inter-robot distances so
that the formation can maneuver as a single rigid body (also
known as rigid formation), motivated by their applications
in cooperative load transportation, e.g., in a warehouse [2]
and robotic valet parking system [3]. Specifically, the multi-
robot systems need to maintain their rigid formation while
ensuring the safety by avoiding collision with the obstacles
and among different formations of robots.

A variety of approaches (e.g., a method by combining a
consensus-based formation control and potential function, a
control algorithm based on control barrier function (CBF),
a method based on deep reinforcement learning) have been
proposed in the literature to achieve some of the previously
mentioned control objectives, see the work [2], [4]–[9] just
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to name a few. However, all the work mentioned above
do not consider collision avoidance among different group
formations of robots. To the best of our knowledge, forma-
tion maintenance with collision avoidance among different
group formations has received little attention to date. Note
that the work in [10] considers the problem of multi-group
collision avoidance for UAV swarm. However, the method
cannot be directly applied when the robots in each group are
also required to maintain their rigid formation.

This paper proposes a novel cooperative control algorithm
for multi-robot systems to navigate (i.e., go to predefined
locations) while maintaining their formation and ensuring
collision avoidance with static obstacles and among different
group formations (Section III). To this end, we utilize the
CBF to take into account all the control specifications in a
unified manner. Furthermore, by exploiting the fact that the
formation moves as a rigid body, a novel method for collision
avoidance among different group formations of robots is
proposed which only requires communication between a
representative robot from each formation, hence reducing the
required communication between the robots. The proposed
cooperative control algorithm is finally demonstrated and
evaluated using a robotic experimental testbed (Section IV).

II. PRELIMINARY AND PROBLEM SETTING

This section briefly introduces the concepts of graph
theory and control barrier certificates. Then, we define the
problem settings within this paper.

A. Graph Theory

Interaction (e.g., information exchange) between robots
in a network can be modelled using an undirected graph
denoted by G = (V, E ,A) with a set of nodes (representing
the robots) V = {1, 2, . . . , n}, a set of edges (links) E ⊆
V × V , and a weighted adjacency matrix A ∈ Rn×n. An
edge (i, j) ∈ E denotes that node i can retrieve node
j’s information, and vice-versa. A path is a sequence of
nodes (i1, i2, . . . , ip), p > 1, such that (ij , ij+1) ∈ E for
j = 1, . . . , p−1. An undirected graph is said to be connected
if there is a path between any pair of distinct nodes. A non-
negative entries on the i-th row and j-th column of A denotes
the respective weights of the edges (i, j) ∈ E .

A graph G = (V, E) with n ≥ 2 is rigid iff there exists
a subset ER ⊆ E with |ER|= 2n − 3 such that for graph
GR = (V, ER), each (Laman) subgraph H = (VH , EH) of GR
with VH ⊆ V , |VH |≥ 2 and EH := {(i, j) ∈ ER | i, j ∈ VH},
satisfies the property of |EH |= 2|VH |−3, see [11]. Here,
the graph GR is called a minimally rigid graph where no



edges can be removed without violating the rigidity of the
resulting graph. Next, consider a formation of robots where
the predefined inter-robot distances are given by the weighted
adjacency matrix A associated with graph G. If the graph G
is rigid, then every motion of the robots which maintains the
inter-robot distances given by matrix A will also preserve the
distances of all pairs of robots. In this case, the formation is
called a rigid formation [12].

B. Control Barrier Function and QP-based Controller

Let us consider a control affine system formulated as

ẋ = f(x) + g(x)u (1)

with the state x ∈ D ⊆ Rn, control input u ∈ U ⊆ Rm, and
vector fields f and g, which are assumed to be Lipschitz
continuous. Let us introduce a continuously differentiable
function h : D ⊂ Rn → R and its zero superlevel set C, i.e.,
C = {x ∈ Rn | h(x) ≥ 0}. Then for the control system (1),
h is a control barrier function (CBF) [13] if there exists a
locally Lipschitz extended class K function α, such that

sup
u∈U

[
Lfh(x) + Lgh(x)u

]
+ α(h(x)) ≥ 0, (2)

for all x in the interior of the set C. The terms Lfh(x) and
Lgh(x) represent the Lie derivative of h along f(x) and
g(x), respectively.

Let us assume that x(t) has a unique solution on [t0, t1].
Then, any Lipschitz continuous controller u which satisfies
the constraint (2) will render the set C forward invariant,
namely for every x(t0) ∈ C, the inclusion x(t) ∈ C holds for
all t ∈ [t0, t1]. This property allows the CBF to be utilized
with the goal of ensuring safety, i.e., not leaving a safe set.
Alternatively, in the presence of existing nominal controller
unom, one can utilize the following quadratic programming
(QP)-based controller:

u(x) = argmin
u∈U

‖u− unom‖2

s.t. Lfh(x) + Lgh(x)u ≥ −α(h(x)),
to find the closest control input to the nominal one that
satisfies the forward invariance of the set C.

C. Problem Setting

Consider a scenario of multiple groups of mobile robots
navigating in the 2D working area given by the (x, y)-plane.
Let C = {1, . . . , c} denote the set of identifiers for a total c
groups of mobile robots. Each group k ∈ C comprises of nk
number of mobile robots, where each mobile robot can be
identified by i ∈ Vk := {1, . . . , nk}. The position of each
mobile robot i ∈ Vk, k ∈ C is denoted by pi = [xi yi]

T .
Furthermore, it is assumed that the position of each robot is
updated according to the following kinematic model:

ṗi = ui (3)

where ui ∈ R2 is the velocity input to be designed. Next,
assume that the working area consists of o number of
obstacles given by the set O := {1, . . . , o}. Without loss

of generality, we assume that the obstacle’s information can
be retrieved by each robot’s on-board computation, e.g., by
using the on-board sensors or transmitted from a centralized
ground station.

The objective of this paper is to design the velocity
input ui for the individual mobile robot i ∈ Vk so that it
can cooperate with the robots within its own group k ∈ C to
reach a given goal position for the formation while fulfilling
the following subtasks:

1) Formation maintenance: A predefined set of robots
pair within each group need to maintain a fixed inter-
robot distance (with small tolerance to incorporate e.g.,
sensors noises).

2) Obstacle avoidance: Each robot ensures safe naviga-
tion without colliding to static obstacles.

3) Group collision avoidance: Each group of robots
ensures safe navigation without colliding with other
groups of robots.

III. COOPERATIVE CONTROL ALGORITHM WITH
A SAFETY CERTIFICATE

In this section, we present a novel cooperative control
algorithm by utilizing a CBF to incorporate all the sub-
task requirements in a unified manner while moving to-
wards the goal position. In addition, a novel method for
collision avoidance among different groups with reduced
communication is also presented. We begin by providing
the detailed specifications for fulfillment of each subtask in
the subsequent subsections and then followed by presenting
the proposed quadratic programming (QP)-based cooperative
control algorithm.

A. Formation Maintenance

Assume that the formation for each group k ∈ C that needs
to be maintained is given by a rigid graph Gk = (Vk, Ek,Ak).
Let us denote the i-th row and j-th element of weighted
adjacency matrix Ak as akij , where akij > 0 if (i, j) ∈ Ek,
otherwise akij = 0. The value of akij > 0 denotes the required
distance that robots i and j need to maintain while navigating
to their goal positions, i.e.,

∥∥pi − pj∥∥ = akij , ∀(i, j) ∈ Ek.
Since it is mostly infeasible in practice (e.g., due to

localization error) for two robots to maintain an exact equal
distance while maneuvering, we introduce a small tolerance
ε > 0 to the inter-robot distance constraint. That is, a
formation is maintained if each pair of robots (i, j) ∈ Ek
is able to maintain their desired predefined distance within
the value of akij ± ε. We define the following functions to
formulate the specification for the formation maintenance:

hfmu
ij (pi) = −

∥∥pi − pj∥∥2 + (akij + ε)2 ≥ 0 (4)

hfml
ij (pi) =

∥∥pi − pj∥∥2 − (akij − ε)2 ≥ 0 (5)

for each pair (i, j) ∈ Ek. It is clear that the distance between
robots i and j will be within the range of (akij − ε) and
(akij + ε) if both inqualities hfml

ij (pi) ≥ 0 and hfmu
ij (pi) ≥ 0

hold. Analogously, the formation for group k will be main-
tained if hfml

ij (pi) ≥ 0 and hfmu
ij (pi) ≥ 0 for all (i, j) ∈ Ek.



Note that information of the relative distance to the other
robot, i.e., (pi− pj) can be retrieved by on-board sensors or
via information exchange through communication network
whose topology is similar to Gk.

B. Obstacle Avoidance

Next, we present the specification to ensure collision
avoidance between individual robot i ∈ Vk, k ∈ C and the
static obstacles. To this end, we assume that the position and
size of each obstacle s ∈ O can be approximated by a circle
denoted by its center pobs

s ∈ R2 and its radius Rs. Let us
define the following function:

havo
is (pi) =

∥∥∥pi − pobs
s

∥∥∥2 −R2
s ≥ 0 (6)

for each robot i ∈ Vk, k ∈ C and each obstacle s ∈ O.
Observe that the distance between robot i and the obstacle
s is ensured to be larger than Rs if havo

is (pi) ≥ 0. Hence, all
the robots i ∈ Vk,∀k ∈ C will not collide with any obstacles
as long as havo

is (pi) ≥ 0 for all s ∈ O.

C. Group Collision Avoidance

Finally, let us proceed with the specification to ensure
collision avoidance between different group formations of
robots. To this end, we exploit the fact, which stems from the
specification for formation maintenance, that each formation
k ∈ C can only move or rotate as a rigid body. This
means that the shape of each formation can be approximated
by e.g., a circle or an ellipse. In this paper, we use an
ellipse to over-approximate the formation’s shape as it is
less conservative compared to using a circle and it provides
more maneuverability as the ellipse can also rotate.

To be more precise, for each robot i ∈ Vk in group k ∈ C,
all the other robots within group m ∈ C,m 6= k can be seen
as an ellipse obstacle with its center pc

m = [xc
m yc

m]T , the
length of its semi minor axis bm, the length of its semi major
axis am, and its rotational angle θm. Hence, the objective
can be recast as ensuring all the robots in each formation to
navigate while avoiding the ellipses which approximate the
other formations, see Fig. 1. Let us now define the rotational
matrix R(θm) as

R(θm) =

[
cos θm − sin θm
sin θm cos θm

]
.

For each robot i ∈ Vk and a distinct group of k ∈ C and
m ∈ C, i.e. k 6= m, we can then define the following function
to specify the group collision avoidance:

havf
im(pi) =

∥∥∥∥∥
[
a−1m 0
0 b−1m

]
R(−θm)(pi − pc

m)

∥∥∥∥∥
2

−1 ≥ 0. (7)

Observe that the robot i ∈ Vk will be outside of the ellipse
defined by parameters pc

m, θm, am, and bm, if havf
im(pi) ≥ 0

always hold. As a result, we can ensure that the robots in
group k will not collide with the robots in group m. Note
that the formulation in (7) can also be used to replace (6) in
order to approximate the static obstacle as an ellipse.
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Fig. 1: Proposed approach for group collision avoidance

Let us define the information related to the group m’s
ellipse as ζm :=

[
(pc

m)T am bm θm
]T ∈ R5. Furthermore,

recall that the robots in the mth group can communicate
via the communication network Gm. In the remaining of
the subsection, we describe how the robots in group m can
distributively compute the information ζm and how all robots
in the kth group can receive the information ζm for m 6= k.

First, observe that since the formation configuration (i.e.,
the values of am and bm) is predetermined and the robots
within the mth group are required to maintain their forma-
tion, the values of am and bm do not change over time and
thus am, bm can be assigned to all robots in the mth group
before their deployment. Conversely, the value of pc

m and
θm are required to be estimated/updated over time by all the
robots in the mth formation. The centroid pc

m is given by
pc
m = 1

nm

∑
i∈Vm pi which can be estimated distributively

by each robot i ∈ Vm via the communication network and
by using the dynamic averaging consensus algorithm [14]
whose reference signal of the individual robot is set to pi. In
addition, the value of θm can be computed according to θm =
atan2 (yi − yc

m, xi − xc
m)−θform

i where θform
i denote robot i’s

angular coordinate with respect to formation’s centroid and
ellipse’s major axis.

In the following, we describe how all the robots in the kth
group can receive the information ζm from groups m 6= k
including the required communication. First, a robot in each
group k ∈ C is selected as the leader robot responsible for ex-
changing ζk with leaders of the other groups as illustrated in
Fig. 1. When nk ≤ 4, the leader robot can be simply selected
from a robot that is a common neighbor to all other robots in
its own group, e.g., robot 1 in Fig. 1. The retrieved ζm from
other groups m 6= k is then distributed to other robots within
its own group k using one of the following methods. If the
leader robot is connected to all other robots in the group,
as for the case nk ≤ 4, the leader robot can send directly
the information to the remaining robots in its formation.
Otherwise, the other robots in the formation, including the
leader, use dynamic average consensus algorithm [14] with
a minor modification to propagate the information ζm which
runs at a higher rate than the update rate of the cooperative
control algorithm ui. Specifically, for executing the dynamic
average consensus the reference signal is set to nkζm for the
leader robot and 05 for the rest of the robots in the group.

D. Distributed QP-based Controller

In the previous subsections, the specifications of each
subtask have been formulated in the form of constraint



Fig. 2: Experimental system.

functions (4)–(7). Next, we design a nominal control ûi to
bring the individual robot i ∈ Vk, k ∈ C to its goal position
and without considering the other subtasks. The nominal
controller can be obtained for example through a simple
PID control or the existing path-planning algorithms. Given
a nominal control ûi, the control design objective is then
reformulated as to find the control input ui that closely tracks
the nominal control ûi and satisfies inequalities (4)–(7).

Following the same procedure as in [15], [16], it can be
shown that all the inequalities (4)–(7) hold with the input
selected to satisfy the constraints formulated by CBFs [13],
[17]. Accordingly, for each robot i ∈ Vk, k ∈ C, all the
specifications are satisfied if ui is selected so that(

∂hfmu
ij

∂pi

)T

ui + β1(h
fmu
ij (pi)) ≥ 0, ∀(i, j) ∈ Ek (8)(

∂hfml
ij

∂pi

)T

ui + β2(h
fml
ij (pi)) ≥ 0, ∀(i, j) ∈ Ek (9)(

∂havo
is

∂pi

)T

ui + β3(h
avo
is (pi)) ≥ 0, ∀s ∈ O (10)(

∂havf
im(pi)

∂pi

)T

ui + β4(h
avf
im(pi)) ≥ 0, ∀m ∈ C \ k (11)

hold with locally Lipschitz extended class K function β1,
β2, β3, and β4. For the sake of simplicity, one can choose
the same K function, for example by employing β1(x) =
β2(x) = β3(x) = β4(x) = γx with a positive gain γ > 0.
Finally, the control input ui is then computed according to

ui = arg min
u∗
i∈R2

‖u∗i − ûi‖2

s.t. constraints (8)–(11)
. (12)

Therefore, all the specifications are satisfied if optimization
problem (12) is feasible. To this end, we leave the rigorous
analysis for the existence of a solution as a future work.
Remark that the proposed controller requires that the initial
positions of all robots to fulfil all specifications. This can be
achieved by implementing a go-to-goal position controller
before solving (12) so that all the robots converge to the
predefined formation.

IV. EXPERIMENTAL VERIFICATION
In this section, we demonstrate and evaluate the proposed

cooperative control algorithm with a safety certificate using
a planar robotic experimental testbed.

A. Experiment Setup

The experimental setup is shown in Fig. 2 with the exper-
iment field spans 5.3m×3m. We utilize TurtleBot3 Burger
robots with different color tags attached on top of each robot.
A remote PC with Intel i7 processor, NVIDIA Quadro P1000
and Ubuntu 20.04 LTS operating system takes in the image
data using a ZED 2 camera and performs feature extraction
to estimate the robots’ state (i.e., position and orientation).
Hence, each robot has access to its global position and
exchanges this information with their neighboring robots.
The origin, i.e. location [0 0]T , is set in the middle of the
field which corresponds to the center of image data, shown
as red + sign in Fig. 3 and Fig. 4. The distributed QP-
based control algorithm for each robot is then computed in
the remote PC using the simulated information exchange
between the robots. The computed control input are then
sent to individual robot via Wi-Fi through ROS messages.
While it is technically possible to implement the computation
directly on the robot’s on-board computer, the current setup
eases the communication between each individual robot.

Since the single integrator input (3) is not directly imple-
mentable on the unicycle-like TurtleBot3 Burger robot, we
apply the transformation based on a near identity diffeomor-
phism [18] resulting in the following relationship[

vi
ωi

]
=

[
cos(φi) sin(φi)
− 1

` sin(φi)
1
` cos(φi)

]
ui (13)

where ui is computed from (12), vi, ωi denote the linear and
angular velocity of the i-th TurtleBot3 Burger robot, φi is
the orientation of robot i, and ` ∈ R is the distance of point
pi ahead of the middle point between the robot’s wheels.

For both scenarios considered in the experiment, the
nominal controller ûi used to drive the robots to their goal
positions are given by the following P-controller:

ûi = kp(Gi − pi), kp > 0 (14)

where kp denotes the proportional gain and Gi denotes the
i-th robot’s goal position. In the experiments we set kp =
0.8 and saturate the nominal input within ||ûi||2≤ 0.1m/s.
The distance of look ahead point is set as ` = 0.06m. The
K functions for the formation maintenance and the obstacle
avoidance are set as β1(x) = β2(x) = β3(x) = 1000x3,
while the K function for group collision avoidance is set as
β4(x) = 0.1x3.

B. Scenario 1: Four-robot Formation with Static Obstacles

The main objective is to navigate a group of four robots
to their goal positions while maintaining their formation and
avoiding the static obstacles. For simplicity, the information
regarding the obstacles position is assumed to be known.
The obstacles are located at pobs

1 = [−0.4 0.6]T m and pobs
2 =

[−0.5 − 1.0]T m with their radius set as 0.2m. Note that by
using the mapping in (13) we ensure the fulfilment of the
specifications for the point in ` distance ahead of the robot.
In order to guarantee that the robots do not collide with the



(a) t = 0s (b) t = 22s (c) t = 44s

Fig. 3: Snapshots of robot formation avoiding obstacles. The dashed colored line shows the trajectory of the robots between
each snapshot (for the last 22s). The video of the experiment can be viewed in https://youtu.be/Ke9bf71z-pQ.

(a) t = 0s (b) t = 22s (c) t = 44s

Fig. 4: Snapshots of two-robot formations avoiding each other. The dashed colored line shows the trajectory of the robots
between each snapshot. The video of the experiment can be viewed in https://youtu.be/HoJuWlrpWqA.

obstacle, we need to take into account the size of the robot
into the safety distance Rs, that is we set Rs to be 0.3m.

The predefined inter-robot distances (in meters) that need
to be maintained by all the four robots is shown in Fig. 3a and
the tolerance ε is set to 0.05m. The formation is initialized
with its center located at [−1.8 − 0.6]T m, and the desired
goal is for the formation to be rotated −90◦ with its center
at [1.4 − 0.2]T m.

The snapshots of the experiment are shown in Fig. 3 where
the robots successfully manage to avoid the obstacles in
their way while maintaining the formation and reach the
goal position as expected. The specification of formation
maintenance can be evaluated by checking the distance
between two robots as shown in Fig. 5a. It can be observed
that all the distances between two robots are as specified
within the given tolerance ε. Fig. 5b shows the time series
data of the safety function for obstacle avoidance for all the
robots. The values of havo

is decreases close to zero as robot
i = 1 approaches obstacle s = 2 around t = 6s to t = 29s
and robot i = 3 approaches obstacle s = 1 around t = 19s to
t = 22s. The control input obtained from solving QP in (12)
ensures the value of the functions stay positive, that is to
avoid the obstacles.

C. Scenario 2: Two-robot Formations

Next, we present the experiment results where two for-
mations of robots avoid each other while navigating to their
goal positions. The robots need to maintain their formation
and maneuver as a unit to avoid the other group of robots.

The distance that need to be maintained by the robots in
each formation is equal to 0.5m with the tolerance ε is
set to 0.05m. The parameters of the ellipse enclosing the
formations are set as ak = 0.6m, bk = 0.4m, for k = 1, 2.
The two formations are initialized with each formation center
located at [−1 1]T m and [−1 − 1]T m for group 1 and
group 2, respectively. The desired goal for group 1 is for the
formation to be rotated −90◦ with its center at [1 − 1]T m.
The desired goal for group 2 is for the formation to be
rotated 90◦ with its center at [1 1]T m. The snapshots of the
experiment are shown in Fig. 4.

The time series plots of the distance between robots in
each group are shown in Fig. 6a where the distances are kept
within the specification throughout the experiment. Fig. 6b
shows the time series plots of the safety function for avoiding
other robot formations for the robots. The safety functions
values are close to zero as the formations get closer to each
other around t = 8s to t = 23s, but the controller obtained
from solving (12) keeps their values positive through out the
experiment as expected. The snapshots in Fig. 4 show us that
the formations successfully avoid each other and reach their
respective goal positions.

V. CONCLUSIONS AND FUTURE WORK

A real-time distributed cooperative control algorithm is
presented for multi-robot systems to perform formation
maintenance and navigate through the environment while
avoiding collision with static obstacles and among different
group formations of robots. Specifically, we utilize the con-
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Fig. 5: Fulfillment of subtasks in scenario 1.

trol barrier function to efficiently incorporate multiple control
objectives in a unified manner and provide a safety certifi-
cate. Furthermore, a novel method for collision avoidance
among different formations is proposed which only requires
a representative robot in each formation to communicate
with each other. Experiments with different scenarios verified
the efficacy of the proposed cooperative control algorithm.
Future works are aimed towards the extension into 3D space,
relaxation of the obstacle’s and group formation’s shapes as
convex polytope, and investigation on the robustness of the
proposed cooperative control against communication link and
robot’s failures.
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