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Resilient Design of Leader-Follower Consensus
Against Cyber-Attacks
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Abstract—This paper focuses on the development of a re-
silient cooperative control system for leader-follower consensus
problems prone to external cyber-attacks. The attackers are
assumed to adversely impact data integrity and privacy by
(i) injecting unknown bounded exogenous signals to actuators
and (ii) eavesdropping on the physical states of followers. To
mitigate the adverse effects of such attacks on the consensus,
privacy, and stability of leader-follower systems, we develop a
resilient cooperative control system by introducing virtual states
interconnected with the physical states in such a way that the
leader-follower consensus is guaranteed under unknown false
data injection cyber-attacks. The dynamics of the virtual states
act as a dynamical output mask, which maps the physical states
of followers to some virtual states that are exchanged via a
communication network. A Lyapunov-based design framework is
proposed to guarantee stability and the leader-follower consensus
against cyber-attacks. The decentralized design of the control
variables in the proposed resilient cooperative control approach
facilitates creating a plug-and-play environment, where follower
nodes can easily be plugged in/out. The effectiveness of the
theoretical results is evaluated using several numerical examples
and implementation on a planar robot experimental testbed.

Index Terms—Resilient cooperative control, leader-follower
consensus, cyber-attacks, privacy preservation.

I. INTRODUCTION

Cooperative control systems, in particular leader-follower
consensus, have recently been used in various applica-
tions including smart grids, intelligent transportation systems,
robotics, sensor networks, and AC/DC microgrids [2]–[6].
The cooperative systems bring several potential benefits over
centralized counterparts such as improved scalability, reliabil-
ity, resilience to a single point of failure, and reduced cost.
However, the tight coupling between cyber components (com-
putation and communication networks) and physical systems
makes the communication channel as well as the control de-
vices become vulnerable to cyber-attacks, which may threaten
the system’s stability and cause damages to the physical
system [7]. A real-world example of such cyber-attacks is the
coordinated attack on the Ukraine power grid in 2015 that
caused several hours of blackout and affected hundreds of
thousands of customers [8].

The primary results of this work have been presented in European Control
Conference 21 (ECC21) (see [1]).
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In this paper, the main focus is on cyber-attacks on the
actuator of agents in a leader-following consensus. Since
cyber-attacks cannot be foreseen in advance, it is thus desir-
able to design a leader-follower consensus algorithm so that
cooperative systems become resilient against unknown attacks.

A number of resilient leader-follower control strategies
against attack on the actuators have been proposed in liter-
ature. Among those strategies, a mean subsequence reduced
algorithm, see e.g., [9]–[11], has been shown to be powerful to
achieve resilient leader-follower consensus without requiring
any assumptions on the attacker’s behavior. The main draw-
back of these approaches is that there is usually a restriction
on the number of compromised nodes, the local number of
adversarial nodes in the neighborhood of each intact node,
and/or the connectivity of communication graphs.

A resilient leader-follower consensus based on an adaptive
control approach in continuous-time is proposed in [12]. This
work considers both actuator and sensor attacks and also a
dynamic leader. Similarly, an adaptive controller is presented
in [13] for achieving resilient consensus for a class of non-
linear systems in discrete-time subject to both actuator and
sensor attacks. A secure observer-based consensus protocol
in discrete-time is designed in [14] to estimate the attack
signals and ensure the boundedness of the consensus error
between the leader and followers’ states under both actuator
and sensor attacks. The proposed methods in [12]–[14] assume
that the attack signals and their derivative are both bounded.
Besides, in these methods, the design of observer gain or the
control gain matrices is based on a centralized approach, which
requires the full knowledge of followers. The centralized de-
sign prohibits the plug-and-play feature in the leader-follower
consensus problem, as the plug-in of a new follower requires
the re-design of gain matrices.

A cooperative control method, based on a virtual layer,
has been proposed for the leader-follower consensus in [15]–
[18] that provides resilience against attacks on communication
networks and actuators. A combination of anomaly detec-
tor and adaptive attack compensator is developed in [19]
to mitigate the adverse impacts of attacks on both sensors
and actuators. However, these methods (and the previously
mentioned strategies) rely on exchanging the physical states
of followers with their neighbors. Such cooperative control
strategies disclose the followers’ state information and make
the cooperative systems at risk of potential privacy threats.
Furthermore, the primary results of this paper in [1] do not
consider the privacy-preserving aspects of the leader-follower
consensus problem. Note that while there exists a line of work
that addresses privacy in consensus algorithms, see e.g., [20],
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the resilience of the cooperative systems against cyber-attacks
is not guaranteed.

In summary, the existing results on resilient cooperative
control systems have limitations on the connectivity require-
ment of communication networks, the number of compromised
nodes, the local number of malicious nodes, disclosing the
state information of followers, as well as the centralized
design of control parameters that might limit the plug-and-
play feature of cooperative control systems. Yet, a systematic
resilient cooperative control approach, which does not rely
on the above-mentioned limitations and guarantees stability
and consensus while under unknown external cyber-attacks, is
highly desirable.

Motivated by the aforementioned challenges, this paper
provides a system-theoretic framework for the leader-follower
consensus problem with an emphasis on the resilience against
bounded false data injection (FDI) cyber-attacks and privacy-
preserving of followers’ state information. The FDI attackers
aim to adversely impact consensus dynamics by injecting false
data into actuators (control input channels). The main objective
of this paper is to develop a cooperative control strategy to
ensure the leader-follower consensus and to guarantee the
stability of the cooperative system against potential unknown
attacks while improving the privacy of the state information of
followers. Our proposed cooperative control approach consists
of introducing a set of virtual states interconnected with
the physical states of followers. By virtue of the Lyapunov
stability theory and the graph theoretical approach, we show
that by an appropriate choice of control parameters, the origin
of the global closed-loop system, i.e., the interconnection of
the follower/leader nodes and the virtual states, is globally
asymptotically stable. The dynamics of the virtual states act
as a dynamical output mask, which maps the physical states
of followers to some virtual states that are exchanged via
the network. The main contributions of the proposed resilient
cooperative control mechanism are listed as follows:

• The proposed cooperative control strategy does not re-
quire any information about the nature and/or location of
false data injection cyber-attacks and does not make any
restriction on the number of malicious nodes.

• Unlike the strategies in [12]–[14], the derivative of the
attacker’s injection signals is not required to be bounded.

• In contrast to the methods presented in [13]–[19], by in-
corporating the virtual system and exchanging the virtual
states instead of physical states, the proposed cooperative
control approach improves the privacy of the physical
state information against eavesdropping attacks.

• Unlike the proposed cooperative control system in [15]–
[18], the design of controller parameters for each follower
is decentralized without requiring any knowledge of the
parameters of neighboring nodes or their controllers. This
facilitates creating a plug-and-play environment, where
follower nodes can easily be plugged in/out. Unlike
the proposed cooperative control system in [15]–[18],
by means of the proposed cooperative control system,
an exact leader-follower consensus is guaranteed in the
presence of the aforementioned attack types (refer to the
consensus analysis in Theorem 1 in Subsection IV-A).

The effectiveness of the proposed resilient cooperative con-
trol strategy is demonstrated and evaluated using a planar robot
experimental testbed.

Paper Organization: The rest of the paper is organized as
follows: The problem statement is presented in Section II.
Section III presents a novel resilient cooperative control mech-
anism and provides a rigorous stability analysis. The attack-
resilience and privacy-preserving features of the proposed
cooperative control approach are discussed in Section IV. Sim-
ulation examples and experimental verification are provided
in Section V and Section VI, respectively. Finally, concluding
remarks are given in Section VII.

Notation: Throughout this paper, 1n is an n× 1 vector of
ones, 0n is an n×1 zero vector, In is an n×n Identity matrix,
and 0n×m is a zero matrix of dimension n×m. The symbols
Y = diag(X1, . . . ,Xn), XT , X = [xi, j], and [x] respectively denote
a block diagonal matrix aligning the input matrices X1, . . . ,Xn
along the diagonal of Y , the transpose of matrix X , a matrix
with entries xi, j, and [x] = diag(x1,x2, . . . ,xn). For a symmetric
matrix X , positive definite and positive semi-definite operators
are respectively shown by X ≻ 0 and X ⪰ 0. We define R+ :=
{x ∈ R |x > 0} and R≥0 := {x ∈ R |x ≥ 0}.

II. PROBLEM STATEMENT

We consider a cooperative system consisting of n+1 nodes,
where a leader node is labeled by 0 and follower nodes are
labeled by i, i = 1, . . . ,n. The information flow among the
nodes is modeled by a directed graph G = (V (G ),E (G )),
where the node set V (G ) and the edge set E (G ) respectively
represent the nodes and the integrant information exchange
links. Note that V (G ) does not include the leader node. Let
xi(t) ∈ R denote the state of the node i whose dynamics are
given by

ẋi(t) = ui(t), (1)

for i ∈ V (G ), where ui(t) ∈ R is the control input of node i.
The main objective is to design the control input ui(t) such
that the cooperative system in (1) reaches a consensus, i.e.,

lim
t→∞

xi(t) = x0, ∀i ∈ V (G ), (2)

where x0 ∈ R is the state of the leader node.

Remark 1. In a multi-agent system whose individual dynamics
are given by a heterogeneous nonlinear/linear system, if the
individual dynamic system is input passivity-short (or can
become input passivity-short by a local feedback controller),
then its dynamic behaviors at the network level as well as their
network control design can equivalently be transformed to the
first-order dynamics in (1) [21]. Hence, in the remainder of
this paper, the first-order dynamics in (1) are considered.

A. Synchronization of Leader-Follower Systems
If node i has access to the state information of its neighbors

and the leader node and the graph contains a directed spanning
tree with the leader node as the root node, a solution to the
consensus problem in (2) is given by [22]:

ui(t) = ai0 (x0 − xi(t))+
n

∑
j=1

ai j (x j(t)− xi(t)) , (3)
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for i ∈ V (G ), where ai j ∈ {0,1}, and ai j = 1 if node i
receives information from node j including the leader node
0; otherwise, ai j = 0. The cooperative system with the control
protocol (3) can be written in a compact form as follows:

ẋ(t) =−(L +A )x(t)+(L +A )1nx0, (4)

where x(t) = [x1(t), . . . ,xn(t)]
T , A = diag(a10, . . . ,an0), and

L is the Laplacian matrix associated with the communication
digraph G . As −(L +A ) is Hurwitz [23], (3) guarantees the
asymptotic stability of the following closed-loop system on an
arbitrary digraph containing a spanning tree [22]:

ė(t) =−(L +A )e(t), (5)

where e(t) = x(t)−1nx0. As a result, limt→∞ x(t) = 1nx0 and
the consensus objective in (2) is achieved with ε = 0.

The proposed solution in (3) requires that the communica-
tion digraph contains a directed spanning tree and the leader
is pinned to a root node. Moreover, in the following, we
show that the cooperative system in (4) is not resilient against
attacks on actuators and also privacy threats disclosing the
state information of followers. In this paper, we overcome
these issues by developing a new resilient control approach.
B. FDI Cyber-Attack Modeling

The malicious attackers might inject unknown exogenous
signals δui(t) to the control input channels (actuators) of
the follower nodes. Such a cyber-attack can be modeled as
follows:

ûi(t) = ui(t)+λuiδui(t), (6)

where ûi(t) is the corrupted control input and λui ∈ {0,1},
where λui = 1 indicates the presence of an attack on the control
input of the follower node i. In the presence of the false data
injection cyber-attacks in (6), the cooperative system in (4)
can be presented as follows:

ẋ(t) =−(L +A )x(t)+(L +A )1nx0 +δ (t), (7)

where δ (t) = [δ1(t), . . . ,δn(t)]
T and δi(t) = λuiδui(t) describes

the attacks on the actuators of the followers. The above closed-
loop system no longer guarantees the consensus objective in
(2). In the following example, we show that the cooperative
control strategy in (3) is not resilient against such attacks.

Example 1. Consider the following multi-agent system:

ẋi(t) = ui(t), x0 = 1, (8)

for i = 1, . . . ,4, where xi(t)∈R and ui(t)∈R. The parameters
of the control approach in (4) are given as follows:

L =

 1 −1 0 0
0 1 0 −1
−1 −1 2 0
0 0 −1 1

 , A =

 1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 . (9)

In the absence of cyber-attacks, the states of the follower
nodes converge to the leader state x0, i.e., limt→∞ xi(t) = 1
for i = 1, . . . ,4 (see Fig. 1 (a)). However, as observed from
Fig. 1 (b), when a constant attack δui(t) = 0.5, i = 1, . . . ,4,
is injected to each node, the consensus objective in (2) is no
longer satisfied.
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Fig. 1. Trajectories of the followers’ state in Example 1: (a) no attack
δu(t) = 04 and (b) a constant attack δu(t) = 0.5×14.

C. Privacy Preserving Issue

The conventional cooperative system in (4) relies on co-
operation amongst follower nodes in terms of exchanging
their physical states (i.e., x(t)) in order to achieve the leader-
follower consensus objective. The information exchanges in
the conventional cooperative system increase the risk of ex-
posing the followers’ sensitive information to eavesdropping
adversaries, which are privacy threat. We aim to overcome the
privacy issue of (3) by developing a new privacy-preserving
consensus-based distributed control approach.

The main objective of this paper is to develop an attack-
resilient distributed control strategy such that the objective
given in (2) is guaranteed in the presence of the cyber-
attacks modeled in (6) while the privacy of the follower nodes’
physical states and the leader’s information are preserved.

III. RESILIENT COOPERATIVE CONTROL

This section develops a new resilient cooperative control
system for the cooperative system in (1). The equilibrium
points, stability analysis, as well as plug-and-play capability
of the proposed resilient control approach are then discussed.

A. Proposed Resilient Distributed Control Strategy

To guarantee the consensus and the leader-follower tracking
performance of the cooperative system in (1) in the presence of
cyber-attacks modeled in (6), we propose the following control
law for node i in (1):

Tvi v̇i(t) =−αi (vi(t)−κixi(t))−
K
κi

n

∑
j=1

γ j,i (θi(t)−θ j(t))

− β

κi
γi0

(
vi(t)
κi

− x0

)
,

Tθi θ̇i(t) =−ηiθi(t)+
n

∑
j=1

γi, j

(
vi(t)
κi

−
v j(t)
κ j

)
,

Twiẇi(t) =αi (vi(t)−κixi(t)) ,

ui(t) =k1,iαi (vi(t)−κixi(t))+ k2,ixi(t)+ k3,iwi(t),
(10)
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Fig. 2. Resilient design of cooperative systems in (10). The solid black line
represents the secured information flow from the leader to the follower nodes.
The dashed blue and green lines denote communication links in the resilient
cooperative control system in (10).

for i = 1, . . . ,n. Here, in addition to the physical state xi(t),
each node also includes auxiliary states (vi(t),wi(t),θi(t)).
Note that the auxiliary states do not have any physical meaning
and their initial values can be set to any values. Hence, we
call them virtual states. The parameters Twi ∈ R+, Tvi ∈ R+,
Tθi ∈ R+, K ∈ R+, κi ∈ R+, ηi ∈ R+, γi j ∈ R≥0, αi ∈ R+,
β ∈ R+, and (k1,i,k2,i,k3,i) are the design parameters of the
distributed control protocol that can be designed to guarantee
the closed-loop stability in the presence of unknown attacks.
Scalar γi0 ∈ {0,1}, where γi0 = 1 if the node i receives
information from the leader; otherwise, γi0 = 0. In this work,
due to the privacy of followers’ state trajectories, it is assumed
that the information from the leader to the follower nodes is
secured as considered in related work, see e.g., [19]. This can
be ensured by investing more security in the communication
link between the leader to the follower node. Since the leader
only requires to communicate with at least one follower node,
securing this link is more reasonable than securing all links in
the network. The schematic diagram of the cooperative system
and its communication scheme is depicted in Fig. 2.

The dynamics of the virtual states vi(t), wi(t), and θi(t) are
utilized to mask the local states xi(t). Thus, the physical state
xi(t) is indirectly embedded in the states of the virtual nodes,
i.e., instead of the physical state xi(t), the virtual states vi(t)
and θi(t) are exchanged amongst other followers as observed
from (10) and Fig. 2. However, since vi(t) asymptotically
tracks xi(t), the leader-follower consensus objective in (2)
is achieved. The introduction of the virtual states will also
in turn preserve the privacy of the follower nodes’ physical
states as will be discussed in Section IV-B. Specifically, the
dynamics of the virtual states including their interconnection
with the physical states are designed to satisfy the following
properties: (i) the convergence of the physical states of co-
operative systems to the leader’s value x0 is ensured; (ii) the
new cooperative system maintains leader-follower consensus
objective in (2) in the presence of unknown cyber-attacks on
actuators (see Lemma 1 in Section III-B); (iii) the cooperative
system enhances the privacy of followers’ physical states xi(t)
and the leader information (refer to Section IV-B).

The global closed-loop system, i.e., the interconnection of
(1) and (10) in the presence of actuator attacks in (6), can be
described in a vector form as follows:

[Tv] v̇(t)=− [α] (v(t)− [κ]x(t))−K [κ]−1 L T
h θ(t)

−β [κ]−1 Ah

(
[κ]−1 v(t)−1nx0

)
,

[Tθ ]θ̇(t) =− [η ]θ(t)+Lh [κ]
−1 v(t),

ẋ(t) = [k1] [α] (v(t)− [κ]x(t))+ [k2]x(t)+ [k3]w(t)+δ (t),

[Tw] ẇ(t) = [α] (v(t)− [κ]x(t)),
(11)

where w(t) = [w1(t), . . . ,wn(t)]
T , v(t) = [v1(t), . . . ,vn(t)]

T ,
θ(t) = [θ1(t), . . . ,θn(t)]

T , Ah = diag(γ10, . . . ,γn0), and Lh
is the Laplacian matrix associated with the communication
digraph in Fig. 2, which is not necessarily equal to L .

Next, we introduce the following assumptions on commu-
nication digraphs and actuator attacks.

Assumption 1. It is assumed that the communication digraph
in the control layer contains a rooted-out tree. As a result,
rank(Lh) = n−1.

Note that in Assumption 1, the root of the tree is not
necessarily the leader node.

Assumption 2. It is assumed that the attack signal δ (t) in
(11) is uniformly bounded and does not depend on the physical
and/or virtual states in (11).

Note that Assumption 2 is reasonable and has also been
considered in several studies, e.g., for power system appli-
cations [24] and [6], as from the attacker’s perspective any
intelligent attacker would aim at destabilizing the system with
a bounded injection to avoid the attack detection [15]. On
the other hand, from the defender’s perspective, in the case of
unbounded injection, simple filtering techniques can be applied
to each node in order to remove excessively large signals
received from its neighbors [15]. Similarly, excessively large
signals observed in the actuators can be also ignored. To this
end, a filtering and bad-data-rejection technique based on a
threshold-based mechanism has been proposed in [15]. In the
following, the existence of equilibria of the cooperative system
in (11) in the absence of cyber-attacks δ (t) is discussed.

B. Existence and Uniqueness of Equilibria

First, the following lemma discusses the existence of the
equilibria of the cooperative system (11) in the absence of the
attack vector δ (t).

Lemma 1. Consider the resilient cooperative system in (11)
in the absence of cyber-attacks δ (t). Under Assumption 1,
if k3,i ̸= 0 for i ∈ V (G ), there exists a unique equilibrium
(x̄, v̄, θ̄ , w̄) satisfying

x̄ = 1nx0, v̄ = [κ]1nx0, θ̄= 0n, w̄=− [k3]
−1 [k2] x̄, (12)

where x̄, v̄, w̄, and θ̄ are the equilibrium point of x(t), v(t),
w(t), and θ(t) in (11) in the absence of cyber-attacks δ (t).

Proof. See Appendix VIII-A. ■

We then define xcl(t) =
[

eT
v (t) eT

θ
(t) eT

x (t) eT
w(t)

]T ,
where ev(t) = v(t)− v̄, eθ (t) = θ(t)− θ̄ , ex(t) = x(t)− x̄,
ew(t) = w(t)− w̄. The vectors x̄, v̄, w̄, and θ̄ are given in
(12). Finally, the cooperative system in (11) can be rewritten
in the new coordinates by the following state equation:
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ẋcl(t) = Aclxcl(t)+Bclδ (t),

y(t) = Cclxcl(t),
(13)

where Acl and Bcl are defined as follows:

Acl = τA,

τ = diag([Tv]
−1 , [Tθ ]

−1 ,In, [Tw]
−1)

A=


−([α]+β [κ]−1 Ah [κ]

−1) −K [κ]−1 L T
h [α] [κ] 0n×n

Lh [κ]
−1 − [η ] 0n×n 0n×n

[k1] [α] 0n×n [k2]− [k1] [α] [κ] [k3]
[α] 0n×n − [α] [κ] 0n×n


Bcl =

[
0n×n 0n×n In 0n×n

]T
,

Ccl =
[

0n×n 0n×n In 0n×n
]
.

(14)

C. Stability Analysis

The following results in Proposition 1 illustrate that for an
appropriate choice of the parameters of the cooperative system
in (11), the origin of the interconnected system (13) in the
absence of the attack vector δ (t) is globally asymptotically
stable.

Proposition 1. Let Assumption 1 hold. If γi0 ≥ 0 is non-zero
for at least one node and K ∈ R+, β ∈ R+, [α]≻ 0, [κ]≻ 0,
[η ]≻ 0, [Tv]≻ 0, [Tθ ]≻ 0, [Tw]≻ 0, and (k1,i,k2,i,k3,i) belongs
to the following set:

Z[i] =

{
k1,i > 0, k2,i < 0, 0 <

k3,i

Twi

<−k1,ik2,i

}
, ∀i ∈ V (G )

(15)

Acl given in (14) is a Hurwitz matrix.

Proof. See Appendix VIII-B. ■

Remark 2. (Uniformly Ultimately Bounded (UUB) Solution
of (11) in the Presence of the Cyber-attack Vector δ (t)).
As the cyber-attack vector δ (t) is assumed to be uniformly
bounded and does not depend on the closed-loop system states
(see Assumption 2), the existence of δ (t) does not impact
the closed-loop stability provided that the parameters of the
cooperative control system in (10) are selected according to
the conditions given in Proposition 1.

D. Plug-and-Play Capability

One of the main features of the proposed control strategy
in (10) is the potential for implementing the plug-and-play
functionality of the follower nodes. Since Lh does not need to
be connected, it facilitates a decentralized design. Furthermore,
based on the results of Proposition 1, the control design for
each node does not require neighboring information.

We consider that there are n follower nodes and the leader-
follower consensus is achieved by means of (10) and the
Laplacian matrix L 1

h associated with the communication
graph. When a new follower node l is plugged into the coop-
erative system, it can randomly choose the existing follower
nodes and send κl to the negibouring nodes or receive κ j from
them according to the new communication network with the
new Laplacian matrix L 2

h . Note that the since the adversary
does not know the structure of the virtual states, then it is
safe to send κi. In general, the plug-and-play behaviour can
be characterized by a piecewise constant switching function

σ(t) : R≥0 → T , where T = {1,2, . . . ,q} and q is the total
number of possible scenarios in the communication graph due
to the plug-in or plug-out of the follower nodes. Hence, the
cooperative system can be cast as a switched dynamical system
with the following dynamics:

ẋcl(t) = Aσ(t)
cl xcl(t)+Bclδ (t), (16)

where Aσ(t)
cl is constructed by replacing Lh with L

σ(t)
h in

Acl and Bcl is given in (14).
In the following lemma, the stability of the above switched

linear system is analyzed.

Lemma 2. The origin of the switched dynamical system in
(16) is globally asymptotically stable, assuming δ (t) = 0n.

Proof. The Lyapunov function in (30) can be considered as a
common Lyapunov function for all possible cases A j

cl, j ∈T ,
of the switched system Aσ(t)

cl . The rest of the proof is similar
to the proof of Proposition 1 in Subsection III-C. ■

IV. RESILIENCE AND PRIVACY-PRESERVING ANALYSIS

This section analyzes the resilient consensus and privacy-
preserving feature of the proposed resilient control in (10).
A. Consensus Analysis in the Presence of FDI Cyber-attacks

The following theorem shows that using the proposed
method in (11), the leader-follower consensus objective (2)
is achieved in the presence of bounded FDI attacks δ (t).

Theorem 1. Let Assumption 1 and Assumption 2 hold. More-
over, let us choose Ah ⪰ 0 to have at least one positive
diagonal element, K ∈R+, [κ]≻ 0, β ∈R+, [α]≻ 0, [Tv]≻ 0,
[Tθ ] ≻ 0, [Tw] ≻ 0, and (k1,i,k2,i,k3,i) belongs to the set
(15). The states of the cooperative system in (11) are then
bounded for any bounded adversary attack δ (t). Furthermore,
limt→∞ xi(t) = x0, ∀i ∈ V (G ).

Proof. As shown in Proposition 1, Acl in (14) is a Hurwitz
matrix. Hence, the linear cooperative system in (13) in the
presence of the attack vector δ (t) is input-to-state stable. Since
δ (t) is assumed to be bounded (see Assumption 2), the states
of the cooperative system are bounded too.

From the closed-loop system in (13), the output vector y(t)
can be obtained as follows:

y(t) = CcleAcltxcl(0)+
∫ t

0
CcleAcl(t−τ)Bclδ (τ)dτ. (17)

where xcl(0) is the initial value of xcl(t).
Since δ (t) is assumed to be uniformly bounded (see As-

sumption 2), there exists a constant vector δ ∗ ∈ Rn such that∥∥∥∫ t
0 CcleAcl(t−τ)Bclδ (τ)dτ

∥∥∥ ≤
∥∥∥∫ t

0 CcleAcl(t−τ)Bclδ
∗dτ

∥∥∥. Therefore,
one can obtain that

lim
t→∞

∥y(t)∥ ≤ lim
t→∞

∥∥∥∥∫ t

0
CcleAcl(t−τ)Bclδ

∗dτ

∥∥∥∥ . (18)

Hence,

lim
t→∞

∥y(t)∥ ≤
∥∥−CclAcl

−1Bclδ
∗∥∥ . (19)

In (19), we have used limt→∞

∥∥CcleAcltxcl(0)
∥∥= 0, as Acl is

Hurwitz. It can be shown that Acl
−1Bcl can be obtained as:

Acl
−1Bcl =

[
0n×3n [k3]

−1 ]T
. (20)
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As a result, CclAcl
−1Bcl = 0n×n. From this result and (19), it

follows that limt→∞ y(t) = 0n. Thus, limt→∞ x(t) = x̄, where
x̄ = 1nx0 (see (12)), i.e., the consensus objective in (2) is
guaranteed. ■

Remark 3. In general, the smaller values of (Tvi ,Tθi ,Twi) in
(10) lead to faster transient responses of agents’ state trajec-
tories. The value of k3,i characterizes a trade-off between the
speed of the response and overshoot, i.e., a higher value of k3,i
will result in a faster transient response but a higher overshoot.
Furthermore, the additional term k1,iαi(vi(t)−κixi(t)) in (10)
does not alter the steady state of the system, as at steady
state v̄i = κix̄i holds. However, this term is useful to prevent
the occurrence of oscillations in xi(t). The optimal design of
kl,i, l = 1,2,3 for a desired transient performance requires
solving an optimization problem whose cost function is L2
gain of the dynamical system in (13) from δ (t) to y(t). The
L2 gain minimization can be done via H∞ control methods
[25], thanks to the Bounded Real Lemma [26].

Remark 4. According to the results of Theorem 1 and the
analysis of equilibria in Lemma 1, by means of the proposed
resilient cooperative system in (11), each node i, i ∈ V (G ),
is able to detect the existence of FDI integrity attacks on its
actuator by checking the steady-state value of wi(t). In other
words, w̄i ̸=− k2,i

k3,i
x̄i where x̄i = x0 (see Theorem 1) implies the

existence of FDI attacks on ui(t).

B. Dynamic Privacy-preserving Feature

The proposed resilient control approach in (10) does not
require exchanging the physical states of follower nodes,
i.e., x(t), amongst their neighbors. Instead, it relies upon
exchanging the virtual states, i.e., v(t) and θ(t). The dynamics
of virtual states map the physical states x(t) to the virtual
states v(t) and θ(t); hence, they are called dynamic output
masks. In particular, the virtual state vi(t), i = 1, . . . ,n, is a
masked output that asymptotically tracks κixi(t), assuming
that κi ̸= 1, i = 1, . . . ,n. It is worth mentioning that according
to the results of Lemma 1 and Proposition 1, κi = 1 does
not impact the closed-loop stability and the leader-follower
consensus objective in the presence of FDI integrity actuator
attacks. However, in this case, vi(t) asymptotically tracks xi(t)
and as vi(t) are exchanged amongst agents according to a
communication network, the steady-state value of xi(t) will
be disclosed to eavesdropping adversaries. Therefore, for the
sake of privacy, the value of κi ̸= 1 can be considered in (11),
as κi ̸= 1 adds an obfuscation phase to the proposed distributed
controller to enhance the privacy of agents’ states xi(t).

The following assumptions are made on eavesdropping
adversaries’ knowledge about the cooperative system:
A1: The adversaries have access to the output trajectories of

follower nodes (vi(t) and θi(t)) and transmitted infor-
mation (v j(t) and θ j(t)) from their neighbors.

A2: The value of κi in (10) is kept “privately” to follower
node i and its neighbours. As the adversaries do not
know the structure of virtual states, it is safe to send κi
to other neighbouring followers.

As the dynamics, initial, and steady-state value of masked
output vi(t) are different from the physical state xi(t), and

also due to the unknown value of κi, estimating xi(t) from the
system dynamics in (11) cannot be cast as a state estimation
or observability problem. Therefore, there are two possible
approaches to estimate xi(t) for an eavesdropping adversary.
The first approach is based on system identification and then
a state estimation approach; however, it requires adversaries’
appropriate knowledge of the dynamics of the cooperative
system in (11) and also accessing appropriate input-output
data. As the adversary might not have a full knowledge
of the cooperative system and also, considering that in the
cooperative system in (11), the input data is the leader’s state
that is constant and the output data v(t) and θ(t) converge
to constant values, the system identification-based approach
might not properly work. The second approach could be based
on building the dynamic solution of the cooperative system
in (11). However, the adversaries’ imperfect knowledge about
the cooperative system would make it hard to reconstruct the
private states xi(t) from vi(t) and/or θi(t).

Next, let us assume that the adversary knows the rela-
tionship between the steady-state value of both virtual and
physical states in (12). Since the communication link from the
leader is secured, i.e., it is not accessible by the eavesdropping
adversary, and the parameters κi,k2,i,k3,i are local information
kept privately to node i, it would not be possible for the
adversary to learn the leader information x0 by exploiting the
structure in (12). As a result, the proposed resilient control
scheme in (10) would enhance the privacy of the physical
states x(t) to eavesdropping privacy threats.

V. SIMULATION RESULTS

In this section, the performance of the proposed resilient
distributed control approach is verified by several examples.

Example 2. Consider the leader-follower problem given in
Example 1. We assume that Lh and Ah are respectively
equal to L and A given in (9). The parameters of the
control layer in (11) are considered as [Tθ ] = 10−3 × I4,
[Tv] = 10−3×I4, [Tw] = 10−1I4, [η ] = I4, K = 10, [α] = 10×I4,
β = 1, [k1] = 11× I4, [k2] = −120× I4, and [k3] = 120× I4.
The performance of the proposed control technique in (10) is
assessed under three cases: (i) no attack scenario δ (t) = 0,
(ii) constant attacks δ (t) = 4× 14 on actuators launched at
t = 5 s, and (iii) cyber-attacks with the following dynamics
launched at t = 5 s on actuators:

δ̇ (t) = Adδ (t)+Bdδ0(t), (21)

where

δ0(t) = 4×14, Ad =−I4, Bd =

 1 2 4 2
−9 4 1 3
−4 3 1 2
2 1 4 3

 . (22)

Note that the above attack dynamics are not known to
agents. The states of the follower nodes are shown in Fig. 3
(a)-(c). This figure illustrates that the effects of the cyber-
attacks δ (t) on x(t) are compensated by means of the attack-
resilient cooperative system in (11). As expected from The-
orem 1, the proposed resilient control framework achieves
consensus in the presence of cyber-attacks; moreover, the
followers track the leader node with a zero steady-state error.
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Fig. 3. State trajectories of the followers in Example 2 with the proposed resilient cooperative control system in (10) and [15]: (a) Results of (10) in the
absence of cyber-attacks, (b) results of (10) in the presence of a constant attack δ (t) = 4× 14 launched at t = 5 s, (c) results of (10) in the presence of
attack dynamics in (21)-(22) launched at t = 5 s, (d) results of [15] in the absence of cyber-attacks, (e) results of [15] in the presence of a constant attack
δ (t) = 4×14 launched at t = 5 s, and (f) results of [15] in the presence of attack dynamics in (21)-(22) launched at t = 5 s.
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Fig. 4. Auxiliary control state w(t) of the followers in Example 3 in the
presence of the actuator attacks launched at t = 4 s.

In the following, we highlight the performance of the
proposed resilient cooperative control system in (10) compared
to the existing approaches. To this end, the proposed resilient
virtual-layer-based cooperative control mechanism in [15] is
deployed. In this control strategy, the control parameter β is
chosen to be equal to 25. Note that although increasing the
value of β improves leader-follower tracking performance in
the presence of cyber-attacks, it makes the dynamic responses
of the follower states more oscillatory. The state trajectories
of the follower nodes using this control approach are depicted
in Fig. 3 (d)-(f). The results in Fig. 1 and Fig. 3 show
the superiority of the performance of the proposed resilient
controller in (10) compared to the conventional method in (3)
and the proposed resilient cooperative control in [15].

Example 3. We consider the problem of the leader-follower

over a digraph with the following Laplacian matrix:

Lh =

 1 −1 0 0
0 1 0 −1
0 −1 1 0
0 0 −1 1

 . (23)

It is assumed that only follower 1 has access to the leader
information x0 = 0.5. In this case, the communication graph
contains a rooted-out tree. The attack dynamics are considered
as δ1(t) = (1 + 0.2sin(0.2t))U4(t), δ2(t) = U4(t), δ3(t) =
(0.5+0.1sin(0.1t))U4(t), and δ4(t) = 2U4(t), where U4(t) = 0
∀t < 4 and U4(t) = 1 ∀t ≥ 4. Fig. 4 demonstrates the impact
of the actuator attacks on deviation of the auxiliary state w(t)
from its steady-state values, as discussed in Remark 4.

In order to show the stability of the proposed cooperative
control system in (11) in terms of the plug-in of new followers,
it is assumed that a new follower node, denoted by Follower 5,
is plugged into the cooperative system at t = 6 s. In this case,
the directed communication graph is based on the following
Laplacian matrix:

Lh =


1 −1 0 0 0
0 1 0 −1 0
0 −1 1 0 0
0 0 −1 1 0
0 −1 0 0 1

 . (24)

Fig. 5 shows the state trajectories of all followers due
to launching cyber-attacks and the plug-in of follower 5.
As stated in Section III-D, the proposed resilient control
strategy in (10) provides a plug-and-play environment where
the followers can freely connect to the cooperative system
without any requirements for modifying the control parameters
of other followers.
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Fig. 5. State trajectories of the followers in Example 3 in the presence of
attacks on the actuators of all follower nodes launched at t = 4 s and the
plug-in of a new follower at t = 6 s.

Fig. 6. Communication digraphs in Example 4 with (a) a symmetric Laplacian
matrix and (b) an asymmetric Laplacian matrix.

Example 4. In Example 4, a multi-agent system of n = 34
followers is considered. We consider two Laplacian matrices
corresponding to two communication digraphs, as depicted in
Fig. 6, one is assumed to be symmetric and strongly connected
and the second one contains a rooted-out tree. In this example,
the leader’s state is x0 = 1. It is assumed that all the actuators
are subject to FDI cyberattacks δ (t) = 0.51n launched at t =
5 s. The followers’ state trajectories for both communication
digraphs are depicted in Fig. 8.

In this example, the control parameters in (10) are selected
as: β = 5, ηi = 10, Tvi = 0.1, Tθi = 0.1, Twi = 0.1, κi = 0.2,
αi = 10, k1,i = 11, k2,i =−10, and k3,i = 10 for i = 1, . . . ,34.
The stabilizing set Z[i] in (15) bounds the upper bound of
k3,i at the value of 11. Fig. 7 shows the impact of k3,i on the
transient response of nodes’ state xi(t). The higher values of
k3,i leads to a faster response with larger overshoot.

VI. EXPERIMENTAL VERIFICATION

Finally, we demonstrate and evaluate the implementation
of the proposed resilient cooperative control algorithms on a
planar robotic experimental testbed.

A. Experiment Setup

The experimental setup is illustrated in Fig. 9. In the experi-
ment, we use Linux Ubuntu 20 as the workspace environment.

Fig. 7. State trajectories of the followers in Example 4 with a symmetric
and strongly connected communication digraph for different values of k3,i:
(a) k3,i = 1, (b) k3,i = 5, and (c) k3,i = 10.

Fig. 8. State trajectories of the followers in Example 4 in the presence of
FDI actuator attacks launched at t = 5 s in two cases: (a) a communication
digraph with a symmetric Laplacian matrix and (b) a communication digraph
with an asymmetric Laplacian matrix.

Furthermore, we use three TurtleBot3 Burger robots, which is
a unicycle-like mobile robots with a maximum translational
and rotational velocity of 0.22 m/s and 2.84 rad/s, respectively.
Feature points with different colors are attached to the top of
each robot. A camera (ZED 2) is installed on the ceiling and
captures the image of the robots on the field and calculates the
positions and orientations of all the robots by using a feature
extraction algorithm implemented in OpenCV 4.0.

The cooperative control algorithms are implemented on
ROS (Robot Operating System). Note that as the single-
integrator input (1) is not directly implementable on the
unicycle-like robot, we apply a transformation based on a
near-identity diffeomorphism that maps the input of the single-
integrator model input (ṡx

i , ṡ
y
i ) to the unicycle model input

(vi,ωi) and vice versa. Specifically, from Fig. 11 we have [27][
sx

i
sy
i

]
=

[
px

i
py

i

]
+ ℓ

[
cos(θi)
sin(θi)

]
, (25)

and the robot’s body velocity can be modeled as[
ṗx

i
ṗy

i
θ̇i

]
=

[
cos(θi) 0
sin(θi) 0

0 1

][
vi
ωi

]
. (26)
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Fig. 10. The communication network topology used in the experiment consists
of three follower robots, namely red, blue, and green robots.

From (25), (26) we have the following relation:[
vi
ωi

]
=

[
cos(θi) sin(θi)

− 1
ℓ sin(θi)

1
ℓ cos(θi)

][
ṡx

i
ṡy

i

]
, (27)

where we set ℓ = 0.06 m in the experiment. The calculated
velocity commands (vi,ωi) are then sent to the individual robot
using Wi-Fi. As can be observed from Fig. 9, the computation
of resilient cooperative control is performed in the main PC
by considering the sparsity of the Laplacian matrices. This
setup simplifies the implementation of the control algorithm.
Distributed implementation of the resilient control algorithm
by utilizing the robot’s on-board computational resource is the
subject of future work. In addition, since we do not explicitly
take into account collision avoidance among the robots (which
is not the focus of the paper), we add biases to the actual robot
positions as done in [28], [29] to avoid collisions, at least in
the final positions. Specifically, the bias added to the blue robot
is equal to (0.8,0) m, the green robot is equal to (−0.8,0) m
and the red robot is equal to (0,0) m. Hence, the positions
(sx

i ,s
y
i ) can be regarded as virtual/biased positions.

B. Scenarios and Results

First, we implement the conventional leader-following con-
sensus without cyber-attacks in (4) and communication topol-
ogy given in Fig. 10. The true and biased positions of the
robots are shown in Fig. 12 (a) and Fig. 13 (a), respectively.
As one can observe from Fig. 13 (a), the biased positions of
all the follower robots converge to the position specified by
the leader node (i.e., goal position) in the absence of attacks.

Next, we consider the case where an adversary inserts
unknown injections starting from t = 0 s to the actuators of the
blue and green robots as in (7) with δ (t) = [0,0.2,−0.1]T for
both x-axis and y-axis directions. The true and biased positions
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Fig. 11. The centroid position of unicycle model (px
i , py

i ), its orientation θi
and the input is given by (vi,ωi). The position of the corresponding single
integrator model (sx

i ,s
y
i ) is represented by the purple point projected at distance

ℓ in the direction of velocity vector.

of the robots are shown in Fig. 12 (b) and Fig. 13 (b), respec-
tively. As one can observe from Fig. 12 (b) and Fig. 13 (b),
without the resilient control both the blue and green robots
were not able to converge to the locations specified by the
leader node. Finally, we implement the proposed resilient
cooperative control algorithms in (11) where the Laplacian
matrix Lh is chosen to be similar to the structure in Fig.
10 and the other parameters are set to Tvi = 1, Tθi = 1,
Twi = 1, k1,i = 1, k2,i =−2 for i = 1,2,3, k3,1 = 1, k3,2 = 0.25,
k3,3 = 0.25, [η ] = [κ] = I3, [α] = 10−1I3,β = 3,K = 1. The true
and biased positions of the robots are shown in Fig. 12 (c) and
Fig. 13 (c), respectively. As can be observed from Fig. 13 (c),
the biased positions of all three robots converge to the position
specified by the leader node in the presence of cyber-attacks.
For comparison, we also implement the resilient cooperative
control proposed in [15] with the gain β = 1.5 and whose
resulting trajectories are shown in Fig. 12 (d) and Fig. 13 (d).
It can be observed from Fig. 13 (c) and Fig. 13 (d) that in
comparison to the method presented in [15], even though the
proposed resilient control yields a larger overshoot, the steady-
state error is zero and the robots’ trajectories are also smoother
(less oscillatory). The videos of the experiments are available
via the following link: https://youtu.be/mQMrcyroplk

VII. CONCLUSION

In this paper, a resilient cooperative control strategy for the
leader-follower consensus problem in the presence of cyber-
attacks is proposed. The attacks are assumed to infiltrate
actuators by injecting bounded false data. An attack-resilient
cooperative control framework is developed and investigated
under unknown bounded attacks. In contrast to the existing lit-
erature, our proposed solution does not require the connectivity
of communication graphs and also does not rely on exchanging
the physical states of followers; hence, enhancing the privacy
of followers’ state information. By virtue of the Lyapunov
stability method and network control theory, a concise stability
certificate is derived and the leader-follower consensus is
guaranteed against attacks. Illustrative examples and imple-
mentation on experimental testbed verify the effectiveness of
the proposed cooperative control strategy. The future directions
of this work include the extension of results to (i) higher-order
systems, (ii) time-varying leader states, and (iii) cyber-attacks
in communication networks.

VIII. APPENDICES
A. Proof of Lemma 1

Consider the cooperative system in (11). The equilibria of
(11) in the absence of cyber-attacks, i.e., δ (t) = 0, can be
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(a) Standard leader-follower consensus in the absence of attacks.

Trajectory red robot
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Goal position
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(b) Leader-follower consensus algorithm in presence of attacks.
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(c) Proposed resilient cooperative control in presence of attacks.

Trajectory red robot
Trajectory blue robot
Trajectory green robot
Goal position
Biased goal (blue robot)
Biased goal (green robot)

(d) Resilient cooperative control proposed in [15] with β = 1.5.

Fig. 12. Trajectories (positions) of the robots in the experiment. The goal
position is specified by the leader node.

obtained by solving the following algebraic equations:

0n =− [η ] θ̄ +Lh [κ]
−1 v̄, (28a)

0n = [α] (v̄− [κ] x̄), (28b)

0n =− [α] (v̄− [κ] x̄)−K [κ]−1 L T
h θ̄ −β [κ]−1 Ah([κ]

−1 v̄−1nx0),
(28c)

0n = [k1] [α] (v̄− [κ] x̄)+ [k2] x̄+[k3] w̄. (28d)

From (28a) and (28b), one obtains that θ̄ = [η ]−1 Lh [κ]
−1 v̄

and x̄ = [κ]−1 v̄. By replacing x̄ and θ̄ with [κ]−1 v̄ and
[η ]−1 Lh [κ]

−1 v̄ in (28c), one obtains that
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(a) Standard leader-follower consensus in the absence of attacks.
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(c) Proposed resilient cooperative control in presence of attacks.
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(d) Resilient cooperative control proposed in [15] with β = 1.5.

Fig. 13. Biased positions of the robots in the experiment. Biased positions
of the robots converge to the desired position specified by the leader node in
presence of cyber-attacks.

− [κ]−1
(

KL T
h [η ]−1 Lh [κ]

−1 v̄+βAh

(
[κ]−1 v̄−1nx0

))
= 0n.

Using the properties of the Laplacian Lh as Lh1n = 0n (see
Assumption 1), from the above equation, it follows that(

KL T
h [η ]−1 Lh +βAh

)
︸ ︷︷ ︸

X

(
[κ]−1 v̄−1nx0

)
= 0n. (29)

Since L T
h [η ]−1 Lh ⪰ 0, Ah ⪰ 0, and rank(L T

h [η ]−1 Lh) =
n − 1, it can be shown that X ≻ 0. Hence, X is invert-
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ible. Therefore, (29) results in [κ]−1 v̄ = 1nx0. As a result,
x̄ = [κ] v̄ = 1nx0. By replacing x̄ and v̄ in (28d), it follows
that w̄ = − [k3]

−1 [k2] x̄. Note that since k3,i is assumed to
be non-zero (see (15)), [k3]

−1 exists. Furthermore, from θ̄ =
[η ]−1 Lh [κ]

−1 v̄ and v̄ = [κ]1nx0, one obtains that θ̄ = 0n.
B. Proof of Proposition 1

Let δ (t) = 0n in (13). Then, in order to show that Acl in
(14) is Hurwitz, it suffices to show that the origin in (13)
is globally asymptotically stable. To this end, the following
quadratic-type Lyapunov function is considered:

V (xcl(t)) =
1
2

eT
v (t) [Tv]ev(t)+

K
2

eT
θ (t)[Tθ ]eθ (t)

+
1
2

n

∑
i=1

[exi(t) ewi(t)]Pi [exi(t) ewi(t)]
T ,

(30)

where Pi ∈ R2×2 is defined as follows:

Pi = κi

[
ρi − 1

Twi
ρiνi

− 1
Twi

ρiνi νi(1+ 1
T 2

wi
ρiνi)

]
, (31)

where ρi and νi are determined based on any values of
(k1,i,k2,i,k3,i,Twi) in Z[i] given in (15) as follows:

ρi =
k2,i

k2,ik1,i +
1

Twi
k3,i

, νi =−Twi

k3,i

k2,i
. (32)

According to the set Z[i] in (15), ρi ∈ R+ and νi ∈ R+.
Moreover, since trace(Pi) > 0, det(Pi) > 0, and Pi ∈ R2×2, it
can be shown that Pi is a positive-definite matrix, i.e., Pi ≻ 0.
The time derivative of V (xcl(t)) in (30) along the closed-loop
trajectories in (13) is expressed as follows:

V̇ (xcl(t)) =−0.5
(

eT
v (t) [α] (ev(t)− [κ]ex(t))

)
−0.5

(
(ev(t)− [κ]ex(t))T [α]ev(t)

)
−KeT

θ (t) [η ]eθ (t)

−0.5K
(

eT
v (t) [κ]

−1 L T
h eθ (t)+ eT

θ (t)Lh [κ]
−1 ev(t)

)
−0.5KeT

v (t)
(
[κ]−1 Ah [κ]

−1 +[κ]−1 A T
h [κ]−1

)
ev(t)

+0.5K
(

eT
θ (t)Lh [κ]

−1 ev(t)+ eT
v (t) [κ]

−1 L T
h eθ (t)

)
+0.5

n

∑
i=1

[exi(t) ewi(t)]Qi [exi(t) ewi(t)]
T

+0.5
n

∑
i=1

αi [exi(t) ewi(t)]PiHi(evi(t)−κiexi(t))

+0.5
n

∑
i=1

αi(evi(t)−κiexi(t))
T HT

i Pi [exi(t) ewi(t)]
T ,

(33)

where

Qi = Pi

[
k2,i k3,i
0 0

]
+

[
k2,i k3,i
0 0

]T
Pi, Hi =

[
k1,i

1
Twi

]T
.

In the next step, we will show that V̇ (xcl) ≤ 0. By direct
calculations and taking into account (31)-(32), it follows that

ρi(k1,i −
1

T 2
wi

νi) = 1, Qi = 2κiρi

 k2,i − k2,i
Twi

νi

− k2,i
Twi

νi
ν2

i
T 2

wi
k2,i

 , PiHi =

[
κi
0

]

Therefore, considering the above equations, V̇ (xcl(t)) in
(33) can be rewritten as

V̇ (xcl(t)) =−β
K
2

eT
v (t)

(
[κ]−1 Ah [κ]

−1 +[κ]−1 A T
h [κ]−1

)
ev(t)

+
1
2

n

∑
i=1

[exi(t) ewi(t)]Qi [exi(t) ewi(t)]
T −KeT

θ (t) [η ]eθ (t)

− (ev(t)− [κ]ex(t))
T [α] (ev(t)− [κ]ex(t)) .

In can be shown that the eigenvalues of Qi are λi,1 = 0 and

λi,2 = 2ρiκik2,i(1+
ν2

i
T 2

wi
)< 0; thus, Qi ⪯ 0. As Qi ⪯ 0, [α]≻ 0,

and [κ]−1 Ah [κ]
−1+[κ]−1 A T

h [κ]−1 ⪰ 0, V̇ (xcl)≤ 0. In the fi-
nal step, we use the LaSalle’s Invariance Principle to show the
globally asymptotic stability of the origin in (13) with δ (t) =
0n. To this end, we define S =

{
xcl(t) : V̇ (xcl(t)) = 0n

}
. If

V̇ (xcl(t)) = 0, then ev = [κ]ex, eθ = 0n, [κ]−1 A [κ]−1 ev = 0,
and [exi(t) ewi(t)]

T ∈ ker(Qi), i ∈ V (G ). The null-space of Qi
is characterized as exi(t) = T−1

wi
νiewi(t). Taking into account

S , the closed-loop trajectories in (13) imply Lh [κ]
−1 ev = 0n.

Therefore, ev = ex = 0n and ew = 0n. Thus, the only solution
that stays identically in S is xcl(t) = 04n. Hence, the origin in
(13) in the absence of δ (t) is globally asymptotically stable.
As a result, Acl in (14) is Hurwitz.
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