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Abstract— This paper considers the problem of platooning
control of connected automated vehicles under cyber-attacks.
Specifically, the attacker aims to prevent the follower vehicle
from maintaining a pre-defined safe distance from its immediate
predecessor by manipulating the measurement of the on-board
radar and inserting bounded injections into the communi-
cation links and actuators of the follower vehicles. A novel
distributed resilient control is proposed which does not require
any assumptions on the number of attacks. It is shown that
by appropriately designing the information being exchanged
between the vehicles, the resilient control ensures that the
follower vehicles converge to the leader vehicle’s velocity and
constant distance between the vehicles in presence of any
number of attacks. Furthermore, the proposed resilient control
also enables attack detection and identification in real-time and
distributed manner. A Numerical example demonstrates the
effectiveness of the proposed strategy.

I. INTRODUCTION

The ever increasing demand of mobility has posed many
challenges for the current infrastructures in terms of safety
and efficiency. One way to deal with these challenges is to
provide maximum autonomy to a network of vehicles. To
that end, one needs to have a cooperative control strategies
for a multiple vehicles system using vehicle-to-vehicle (V2V)
communication to have higher efficiency in terms of fuel con-
sumption and safety [1]. Nonetheless, V2V communication
brings challenges in controlling a platoon systems [2].

A canonical problem in a platoon system is to enable
follower vehicles to agree on a common velocity dictated
by the leader vehicle, and a desired separation between all
vehicles. This problem is solved in [3] by deriving distributed
control law for each vehicle using position and velocity in-
formation from the neighboring vehicles. However, with the
V2V communication infrastructure, the platoon systems are
vulnerable to cyber-attacks as states information are shared
via the communication network. In addition, the actuators
and on-board sensors of the vehicles are also vulnerable to
cyber-attacks due to the vehicle’s digitalization. In particular,
an attacker could inject malicious signals into the individual
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vehicle’s local computation, communication channel, and on-
board sensors to prevent the platooning from maintaining a
desired spacing. This type of attacks is also known as false
data injection (FDI) attacks which is the focus of this paper.
Therefore, it is crucial to ensure resilient operation of the
platoon in the presence of cyber-attacks.

Resilient distributed platooning control in the presence
of FDI attacks has received significant attention in the last
decade. A variety of strategies have been proposed to ensure
resilient platooning against attack on the communication
network, for example the removal of extreme values that
a vehicle receives from the neighboring vehicles [4], the
adoption of the competitive interaction method [5], [6], and
the use of multiple V2V networks and data fusion algorithm
to create redundancy at the receiver side and estimate the
true information and further isolate the attacked channels [7].
However, those strategies require high network connectivity
and impose restrictions on the number of attacked channels.
Another line of work is by detecting the attacks, e.g., using
a machine learning technique [8], followed by its mitigation.
However, no guarantees are given on both the detection
accuracy and stability of the platoon during the process.
Finally, the work [9] proposes distributed robust platooning
control against attacks on the communication network and
sensors. However, the controller depends on the existence of
a solution to linear matrix inequalities (LMIs).

This paper introduces a novel unified resilient distributed
control which ensures a platoon of multiple vehicles to have
a constant distancing between each other and moving with
a desired constant velocity dictated by the leader vehicle
in the presence of bounded cyber-attack on communica-
tion network, on-board sensors (radar), and actuators (local
computation). To achieve this, virtual states are introduced
which also enable each follower vehicle to identify the
compromised radar sensor and/or communication links in a
real-time and distributed manner. The main contributions of
the proposed resilient distributed control are listed as follows:

• Even though this work considers a double integra-
tor dynamics of the individual vehicle, the proposed
distributed control is able to ensure resilient platoon
under simultaneous attacks on communication network
(including the communication link from the leader
vehicle), on-board sensor (radar), and actuator (local
computation) of the follower vehicles.

• In contrast to the strategy in [4], the proposed strategy
imposes no restrictions on the maximum allowable
number of attacks. However, it is assumed that the
attacks have a bounded magnitude, which is reasonable



as will be discussed later in the paper. Moreover, unlike
the strategies in [4], [6], the proposed distributed control
does not require high network connectivity.

• Unlike the strategy based on robust control in [9],
the proposed resilient control does not depend on the
existence of a solution to LMIs.

• In contrast to the related work in [8], the stability of
the platoon is ensured during the attack detection and
identification.

II. PRELIMINARIES AND PROBLEM FORMULATION

First, we present some notations and preliminaries of
induced matrix logarithmic norm at the outset.

A. Notations and Preliminaries

The Euclidean norm of a column vector x ∈ Rn is denoted
by ∥ x ∥, and x⊤ is the transpose of a vector x. The ith
eigenvalue of a square matrix, say A, can be written as
λi(A) = ai + ιbi, where ai = ℜ{λi(A)} is the real-part
of λi(A), bi = ℑ{λi(A)} is the imaginary-part of λi(A),
and ι =

√
−1. We denote In and On to represent n × n

identity matrix and a zero matrix, respectively. A column
vector with n entries, all equal to 1 is denoted by 1n, and
a column vector with zero entries is denoted by on. The
time-derivative of a function f : t 7→ R is denoted by ḟ . An
induced matrix logarithmic norm of A ∈ Cn×n is defined
as [10]:

µ(A) ≜ lim
θ→0+

∥In + θA∥ − 1

θ
.

We will use µ2(A) = maxi λi(
A+A⊤

2 ), and the property
µ(A+B) ≤ µ(A) + µ(B) [10] in our analysis.

B. Problem Statement

Consider a connected vehicle system (CVS), which con-
sists of a leader vehicle 0 and n followers as shown in Fig. 1.
The dynamics of each follower is given below:

ṗi = vi,

v̇i = ui,
(1)

where i ∈ {1, 2, · · · , n}, pi ∈ R is the position of vehicle
i, vi ∈ R is its velocity, and ui is a control input. It
is assumed that the leader vehicle moves with a constant
velocity v0. Furthermore, it is assumed that each vehicle
is equipped with: 1) an on-board radar or Lidar which
measures the distance between vehicle i and its predecessor
(i.e., vehicle i−1); 2) a wireless communication for sharing
information between the vehicles. Without loss of generality,
we assume that the communication network topology is given
by the predecessor following (PF) topology, see Fig. 1. The
objective of designing ui is such that the followers maintain
a desired velocity v0 dictated by the leader and a desired
spacing d between successive vehicles, i.e.,

lim
t→∞

p∗i−1(t)− p∗i (t) = d,

lim
t→∞

v∗i (t) = v0 for all i ∈ {1, 2, · · · , n}

lead vehicle 0follower 1
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Fig. 1. A platoon of multiple vehicles with cyber-attacks on the sensors,
actuators and communication networks.
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Fig. 2. An illustration of an attacker who is able to prevent the platoon from
achieving equal successive vehicles’ spacing d = 1 by inserting bounded
injections into the sensors, actuators and communication links. The follower
vehicles implement the standard control law given in (2).

where p∗i , v
∗
i denote the steady state. To this end, the current

state-of-the-art considers the following distributed control
law for the followers:

ui = (pi−1 − pi − d) + γ(vi−1 − vi) (2)

with γ > 0. In order to implement (2), the distance informa-
tion (pi−1−pi) is obtained from the radar measurement while
the velocity vi−1 can be obtained via the communication
network. Velocity vi−1 can also be obtained using radar,
nonetheless, we use communication network to transmit a
scaled vi−1 and to implement the resilient platooning control
presented in the next section.

CVS is an example of cyber-physical systems (CPS),
which in practice is vulnerable to cyber-attacks. Specifically,
in this paper it is assumed that the adversary can inject
bounded injections δui , δ

s
i , δ

c
i into the actuator of the follower

vehicle i [11], the measurement of the radar of vehicle i, and
the information received from vehicle i, including the leader
vehicle, via the communication network. Furthermore, we
assume that the injections are bounded, i.e.,

∥δui (t)∥ ≤ δ
u

i , ∥δsi (t)∥ ≤ δ
s

i , ∥δci (t)∥ ≤ δ
c

i . (3)

Note that the assumption on the bounded injections (3) is
a reasonable precaution for intelligent attackers to avoid
detection as the case of unbounded injections can be easily
detected. This assumption has also been commonly imposed
in the related work, see e.g., [12]. Specifically, the adversary
aims to make the follower vehicles deviate from the desired
spacing d and the leader velocity v0, for example to disrupt
the traffic flow or reduce the capacity of the traffic network
as illustrated in Fig. 2. It is well known that control (2) is
not robust to measurement error (or attack) [13].

The objective of this paper is twofold:

1) design a resilient platooning control ui so that in the
presence of unknown but bounded attacks (3), we have

|p∗i−1 − p∗i − d| ≤ ϵ1, and |v∗i − v∗0 | ≤ ϵ2 (4)

for small values of ϵ1 > 0, ϵ2 > 0.



2) design distributed algorithm for each vehicle to detect
and identify in real-time attacks on radar sensor and/or
communication link.

III. MAIN RESULTS

In this section, we present a novel distributed resilient
control strategy that enables agents to follow a leader with
a constant velocity and maintain a desired spacing between
vehicles in the presence of cyber-attacks. Furthermore, we
also present distributed algorithms to detect and identify
attacks on sensors and/or communication links.

A. Distributed Resilient Control Strategy for CVS
We propose the following platooning control for the i-th

follower vehicle
ui = (pi−1 − pi − d) + γ(vi−1 − vi)+

β(qi − qi−1 − d) + β(wi − wi−1),

q̇i = wi

ẇi = (qi−1 − qi − d) + γ(wi−1 − wi)+

β(pi−1 − pi − d) + β(vi−1 − vi).

(5)

Here, β > 0 is scalar gain and qi, wi are the composite
signals/internal states that encompass position and velocity
information from all preceding vehicles. Note that in contrast
to the physical states pi, vi, the internal states do not have any
physical meaning and thus are also called as virtual states.
For the ith follower vehicle to implement the control law (5),
it receives the distance information pi−1,i = pi−1 − pi from
its radar and the following information via the communica-
tion network:

Ii−1,1 = −βqi−1, Ii−1,2 = βpi−1 + qi−1,

Ii−1,3 = βwi−1, Ii−1,4 = γvi−1 − 2βwi−1,

Ii−1,5 = γwi−1 + βvi−1.

(6)

Note that the communication network topology for transmit-
ting the information in (6) is similar to the one in Fig. 1, thus
the sparsity of the network topology is preserved. As can be
observed from (6), the virtual states are used not only to en-
sure resiliency of the platooning but also to mask the physical
state information pi−1, vi−1 to increase its privacy against
external eavesdropper who does not know the structure of (6)
as it is a local information to the vehicle. In addition, the
information being transmitted in (6) is chosen to facilitate
attack detection and identification as will be discussed in
Section III-D. Next, the compromised information obtained
via the sensor and communication network are then given by

pai−1,i = pi−1 − pi + δsi

Iai−1,θ = Ii−1,θ + δci−1, θ = {1, · · · , 5}.
(7)

The overall follower vehicle dynamics (1) under the dis-
tributed control (5) in presence of cyber-attacks on actuators,
sensors, and communication network can then be written as

ṗi = vi,

v̇i = {(pi−1 − pi − d) + γ(vi−1 − vi)}+
{β(qi − qi−1 − d) + β(wi − wi−1)}+ δi,

q̇i = wi

ẇi = {(qi−1 − qi − d) + γ(wi−1 − wi)}+
{β(pi−1 − pi − d) + β(vi−1 − vi)}+ δ̃i.

(8)

where the attacks introduced in (3) on actuator, communica-
tion and sensing affecting vehicle i are lumped into δi and
the injection on communication network is combined into δ̃i.
Next, we show the convergence results of the CVS system.
To that aim, we introduce the following transformation:

p̄i = pi − p∗i , v̄i = vi − v∗i ,

q̄i = qi − q∗i , w̄i = wi − w∗
i ,

(9)

where p∗i = q∗i and v∗i = w∗
i .

Taking the time-derivative of (9), and using (8), we get

˙̄pi = v̄i,

˙̄vi = {(p̄i−1 − p̄i) + γ(v̄i−1 − v̄i)}+
{β(q̄i − q̄i−1) + β(w̄i − w̄i−1)}+ δi,

˙̄qi = w̄i

˙̄wi = {(q̄i−1 − q̄i) + γ(w̄i−1 − w̄i)}+
{β(p̄i−1 − p̄i) + β(v̄i−1 − v̄i)}+ δ̃i.

(10)

where the bounded attacks δi and δ̃i could be different from
each other.

Next, writing (10) in a compact vector form:

˙̄p = v̄,

˙̄v = −L̄p̄− γL̄v̄ + βL̄q̄ + βL̄w̄ + δ,

˙̄q = w̄

˙̄w = −βL̄p̄− βL̄v̄ − L̄q̄ − γL̄w̄ + δ̃,

(11)

where

L̄ =


1
−1 1

. . .
. . .
−1 1

 . (12)

Note that [L̄]11 = 1 because ˙̄v1 = −p̄1 − γv̄1. Let ξ =
[p̄⊤, v̄⊤, q̄⊤, w̄⊤]⊤, then (11) can be written in the following
compact form:

ξ̇ = Mξ +∆, (13)

where

M =

 On In On On

−L̄ −γL̄ βL̄ βL̄
On On On In
−βL̄ −βL̄ −L̄ −γL̄

 , and ∆ =

onδon
δ̃

 .

In the following, we show that all vehicles converge to a
desired spacing while moving with a desired velocity without
considering the attack.

B. Convergence of the CVS without Cyber-attacks

In this subsection, we derive conditions on β and γ given
in (5) that ensure the asymptotic stability of (13) for a CVS
with a directed path communication topology in the absence
of cyber-attack, that is ∆ = [o⊤n , o

⊤
n , o

⊤
n , o

⊤
n ]

⊤.

Theorem 1. Consider the error dynamics of the CVS given
in (13). Let ∆ = [o⊤n , o

⊤
n , o

⊤
n , o

⊤
n ]

⊤. Let the digraph of the
CVS be directed path where the root node be the leader
of the network. Let the velocity of the leader vo be the
desired velocity. If γ > 0 and β ≥ 0 with γ2 ≥ β2 + 4,



then limt→∞ vi = vi
∗ = vo, limt→∞ pi−1 − pi = d,

limt→∞ wi = wi
∗ = vo, and limt→∞ qi−1 − qi = d.

Proof. Consider the following transformation:

ξ̃ = Pξ (14)

where

P =


On In On On

On On On In
In On On On

On On In On

 (15)

is a permutation matrix with PP⊤ = I. The time-derivative
of (14) yields

˙̃
ξ = M̃ ξ̃, M̃ =

[
M1 M2

I2n O2n

]
(16)

where M1 = Ω1 ⊗ L̄, M2 = Ω2 ⊗ L̄ and

Ω1 =

[
−γ β
−β −γ

]
, Ω2 =

[
−1 β
−β −1

]
.

To show the stability (16), we find the eigenvalues of M̃
given in (16). To that aim, we find the roots of

det(λI− M̃) = det(λ2I− λM1 −M2) = 0.

The set of right-eigenvectors associated with the eigenvalues
of Ω1 and Ω2 are the same. Therefore, using the results [14,
Theorem 4.2.12], we conclude that the right-eigenvectors
associated with the eigenvalues of M1 and M2 are the same.
Using det(A) = Πn

i=1λi(A), and the fact that the set of
eigenvectors associated with the eigenvalues of M1 and M2

are the same, we have:

det(λI− M̃) = Πn
i=1(λ

2 − λλi(M1)− λi(M2)) = 0. (17)

The closed form of the eigenvalues M̃ is

λi± =
λi(M1)±

√
(λi(M1))2 + 4λi(M2)

2
. (18)

Next, we find the eigenvalues of M1 and M2. The eigenval-
ues of M1 are elements in the set S1 = {λ(Ω1)λi(L̄)|i =
1, · · · , n} and the eigenvalues of M2 are elements in the set
S2 = {λ(Ω2)λi(L̄)|i = 1, · · · , n}. We see that λ(Ω1) =
−γ ± ιβ and λ(Ω2) = −1 ± ιβ. The eigenvalues of L̄ are
all 1; that is λi(L̄) = 1 for all i ∈ {1, 2, · · · , n}. For M̃
to be Hurwitz, we see from (18) that γ > 0. In addition,
the real-part of the square-root term in (18) must be less
than γ

2 , which can be ensured by satisfying the condition
γ2 ≥ β2 + 4. Therefore, for any γ > 0 and β ≥ 0 with
γ2 ≥ β2 + 4, the eigenvalues of M̃ are in the open left-half
plane. Thus, the results follows.

C. Convergence in the presence of cyber-attacks

In this subsection, we consider attacks on the sensors,
actuators, and communication network of the CVS as shown
in Fig. 1. Subsequently, we show that the distributed resilient
control strategy given in (5) mitigates the effects of cyber-
attacks. To show that this is indeed the case, we include the

bounded attack in the error dynamics of CVS given in (13)
with δ ̸= on, and δ̃ ̸= on.

Again considering the transformation given in (14), and
its time-derivative, we have

˙̃
ξ = M̃ ξ̃ + ∆̃, (19)

where ∆̃ = P∆, and P is given in (15). Next we show that
by increasing β and γ, the effects of bounded attacks can be
mitigated.

Theorem 2. Consider a dynamical system given in (19),
where M̃ is given in (16). Let L̄ be the matrix given in
(12). Then for sufficiently large and fixed γ > 0, as β > 0
increases while satisfying the condition γ2 ≥ β2 + 4, the
objective in (4) is achieved for any given ϵ1 > 0 and ϵ2 > 0.

Proof. For sufficiently large γ > 0 and β > 0, with γ2 ≥
β2+4, M̃ is Hurwitz, thus the solution of (19) can be written
as

ξ̃ = exp
(
tM̃

)
ξ̃(0)︸ ︷︷ ︸

zero-input response

+

∫ t

0

exp
(
(t− τ)M̃

)
∆̃dτ. (20)

Next, using the inequality ∥exp
(
tM̃

)
∥ ≤ exp

(
µ(M̃)t

)
given in [10, Theorem 27], we estimate the solution of (20)
by

∥ξ̃∥ ≤ exp
(
µ(M̃)t

)
∥ ˜ξ(0)∥+

∫ t

0

exp
(
µ(M̃)(t− τ)∥∆̃∥

)
dτ.

Since M̃ is Hurwitz, thus, by [15, Lemma 2.3], we have
µ(M̃) < 0. Consequently the zero-input response in (20)
goes to zero as t → ∞. To make the role of β explicit in sup-
pressing the effects of cyber-attacks, we design a weighted
logarithmic norm of M̃ using a scaled diagonal matrix
H = diag( 1β , · · · ,

1
β ). Let T ∈ C4n×4n be a nonsingular

change of basis matrix such that TM̃T−1 = Λ + U = J
[16], where U ∈ {0, 1}4n×4n has off-diagonal entries equal
to those of Jordan matrix J and diagonal entries are all zero.

Next, using [17, Lemma 2.7], we can write

µH(M̃) = µ(HTM̃T
−1
H

−1
) ≤ µ(Λ) +

1

β
µ(U).

Specifying µ(Λ) by taking µ2(Λ), and by increasing β, we
get

µH(M̃) ≤ ℜ{α(M̃)}+ ϵ, (21)

where α(M̃) is the largest eigenvalue of M̃ , and ϵ > 0 is
any small positive number that the designer wish to fix.

Using (21), eq. (20) can be written as:∥∥∥ξ̃(t)∥∥∥ ≤ exp (−λt)
∥∥∥ξ̃(0)∥∥∥+

1

λ
sup

0≤τ≤t

∥∥∥∆̃∥∥∥ , ∀t ∈ R≥0, (22)

where λ = ℜ{α(M̃)} + ϵ, and ℜ{α(M̃)} = −γ
2 +

1
2ℜ{h1(γ, β)} with

h1(γ, β) =
√

γ2 − β2 − 4 + ι(2βγ + 4β). (23)

By increasing β such that γ2 ≥ β2 + 4, |λ| increases. Thus
the effects of cyber-attacks can be suppressed by increasing



β such that γ2 ≥ β2 + 4. In fact, for any ϵ1 and ϵ2, we can
choose γ and β such that |p∗i−1−p∗i−d| ≤ ϵ1, and |v∗i −v∗0 | ≤
ϵ2. This completes the proof.

Remark 1. As shown in (22), one can use the knowl-
edge/estimate of the worst case attack for choosing the value
of gains γ, β.

D. Distributed attack detection and identification

In this subsection, inspired by the results in [18]–[20]
we present distributed algorithms for the follower vehicle to
detect and identify in real-time whether its sensor and/or the
information that it received from its neighbor via the commu-
nication network is compromised. The idea is for follower
vehicle i to estimate the (i − 1)th vehicle’s physical and
virtual states using the (possibly compromised) redundant
information received via the communication network, i.e.,
Ii−1,θ in (6) and the measurement of the radar pi−1,i. Two
detection tests will then be designed using those estimated
states.

First, from the (possibly corrupted) information Iai−1,1

and Iai−1,2 defined in (7), (6), vehicle i estimates the value
p̂i−1,i = p̂i−1 − pi according to

p̂i−1,i =
1

β

[
Iai−1,2 +

Iai−1,1

β

]
− pi.

We then propose the first detector test which compares the
estimated p̂i−1,i using the information received from the
communication network and the one obtained from the radar
measurement.

Detection test 1 : χi,1 = pai−1,i − p̂i−1,i. (24)

Next, using the (possibly compromised) information Ii−1,4

and Ii−1,5, vehicle i estimates the virtual state wi−1 as follow

ŵ1
i−1 =

1

γ2 + 2β2
(γIai−1,5 − βIai−1,4).

Vehicle i can also estimate wi−1 from Ii−1,3 as follow

ŵ2
i−1 =

1

β
Iai−1,3.

We further propose the second detector test which compares
the estimated ŵi−1 using the information received from the
communication network.

Detection test 2 : χi,2 = ŵ2
i−1 − ŵ1

i−1. (25)

Vehicle i can then detect and identify attacks on its radar and
information received from vehicle i− 1 via the communica-
tion network using detection tests (24), (25) as summarized
in the following proposition.

Proposition 1. Using detection tests (24), (25), vehicle i can
detect and identify attacks on sensor and the communication
link from vehicle i− 1 as follows

1) If χi,1 ̸= 0 and χi,2 = 0, then only the radar of vehicle
i is being attacked

2) If χi,1 ̸= 0 and χi,2 ̸= 0, then the radar of vehicle i
and/or the communication link from vehicle i− 1 are
being attacked

3) If χi,1 = 0, then either there is no attacks on both
the sensor and communication link or the adversary
launches a stealthy attack.

Proof. We prove each statement as follows:
1) Since detection test χi,1 compares the estimates using

the information received from the communication net-
work and the one measured by the radar, the mismatch
between the two estimations alarms that either the
radar or the communication or both of them are being
attacked. Additionally, the detection test χi,2 compares
the estimations using the information transmitted via
the communication network only. If these estimations
match with each other, then we can conclude that
the corresponding communication link is not compro-
mised. Combining the results of detection test χi,2 with
χi,1, it can then be concluded that only the radar is
being attacked.

2) Similarly, χi,2 ̸= 0 suggests that the communication
link is being attacked. Hence, in combination with
detection test χi,1 ̸= 0, it can be concluded that the
radar of vehicle i and/or the communication link from
vehicle i− 1 are being attacked.

3) χi,1 = 0 means that the estimation using information
received via the communication network matches with
the radar measurement. Hence, it can be concluded
that either there is no attacks on both the sensor
and communication link or the adversary launches a
stealthy attack. However, it will be challenging for the
adversary to launch stealthy attack as the structure of
Ii−1,θ in (6) is a local information to each vehicle and
unknown to the adversary.

IV. SIMULATIONS

Consider a network of five agents (one leader and four
followers) connected with directed topology as given in Fig.
1. Each follower vehicle needs to maintain a desired spacing
of d = 1 with its predecessor under attacks on the actuators,
radars, and communication network as shown in Fig. 1. That
is, the adversary inserts time-varying but bounded injections
on the actuator of each follower vehicle, the radar sensor of
follower vehicles 1, 3, 4, and the communication links from
the leader vehicle and from the follower vehicle 3. As shown
in Fig. 2, the attacker is able to prevent the follower vehicles
from maintaining a desired spacing.

Next, we implement the resilient distributed control in (5)
for the follower vehicles with β = 80 and γ = 100. As
depicted in Fig. 4, the resilient distributed control achieves
the objective in (4) under unknown cyber-attacks. Finally, we
demonstrate the performance of distributed attack detection
and identification algorithm presented in Section III-D. Fig. 3
shows the detection tests χi,1, χi,2 of follower vehicles 1,
2, and 3 respectively. The follower vehicles are able to
detect whether there are attacks on its radar and/or the
communication link from their predecessor.



0 10 20 30 40 50
-0.2

0

0.2

0 10 20 30 40 50

time (seconds)

-0.2

0

0.2

0 10 20 30 40 50
-1

0

1

0 10 20 30 40 50

time (seconds)

-0.2

0

0.2

0 10 20 30 40 50
-2

-1

0

1

0 10 20 30 40 50

time (seconds)

-0.2

0

0.2

(a) Detection by follower vehicle 1 (b) Detection by follower vehicle 2 (c) Detection by follower vehicle 3

Fig. 3. Distributed attacked detection and identification using the strategies presented in Proposition 1. (a) the follower vehicle 1 can detect and identify
that its radar and/or the communication link from the leader vehicle are being attacked since χ1,1 ̸= 0, χ1,2 ̸= 0; (b) the follower vehicle 2 can conclude
that there is no attacks on both its radar and communication link from follower vehicle 1 since χ2,1 = 0; (c) the follower vehicle 3 can detect and identify
that only its radar is being attacked since χ3,1 ̸= 0 and χ3,2 = 0.
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Fig. 4. Spacing between the follower vehicle and its predecessor (Top
figure) and the error between the velocity of the leader vehicle and the
follower vehicles (Bottom figure) under the proposed resilient distributed
control (5) and in the presence of cyber-attacks. The spacings between
successive vehicles are close to the desired spacing d = 1. Furthermore,
the velocities of the follower vehicles converge close to the leader vehicle’s
constant velocity.

V. CONCLUSIONS AND FUTURE WORKS

The paper proposed a resilient platooning control for
connected vehicles in the presence of adversaries. It is
shown that the follower vehicles move at a desired velocity
and keep a constant desired spacing between each others
in the presence of attack on the communication network,
actuators and the sensors of vehicles. The proposed resilient
control also enables distributed and real-time attack detection
and identification by the follower vehicles. Future works
will consider higher-order individual vehicle’s dynamics and
leader vehicle with time varying velocity. Furthermore, we
also aim to develop distributed control which ensures both
resiliency and safety of the platoon.
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